
Quantum Information Processing           (2023) 22:96 
https://doi.org/10.1007/s11128-023-03826-4

Measuring qubit stability in a gate-based NISQ hardware
processor

Kübra Yeter-Aydeniz1,7 · Zachary Parks2 · Aadithya Nair Thekkiniyedath2 ·
Erik Gustafson3,8 · Alexander F. Kemper4 · Raphael C. Pooser5 ·
Yannick Meurice3 · Patrick Dreher6

Received: 15 February 2022 / Accepted: 27 December 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract
Some of the most problematic issues that limit the implementation of applications on
noisy intermediate-scale quantummachines are the adverse impacts of both incoherent
and coherent errors. We conducted an in-depth study of coherent errors on a quantum
hardware platform using a transverse-field Ising model Hamiltonian as a sample user
application. We report here on the results from these computations using several error
mitigation protocols that profile these errors and provide an indication of the qubit
stability. Through a detailed set of measurements, we identify inter-day and intra-day
qubit calibration drift and the impacts of quantum circuit placement on groups of
qubits in different physical locations on the processor. This paper also discusses how
these measurements can provide a better understanding of these types of errors and
how they may improve efforts to validate the accuracy of quantum computations.
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1 Introduction

Researchers and application developers today have access to the first generation of
noisy intermediate-scale quantum (NISQ) [1] quantum computing (QC) hardware
platforms. This has opened opportunities for users to begin exploring how to refor-
mulate existing algorithms designed for digital computers onto quantum computing
hardware platforms. These machines also offer an operational environment where new
algorithms specially optimized for quantum computers can be developed. These new
capabilities can now provide the quantum computing user community with an “on-
ramp” into the world of quantum computing to explore problems in the near future
that, up to this point, have been inaccessible using even the most powerful digital
high-performance computers.

There have been advances in quantum computing hardware development over the
past few years, and the number of qubits on a processor is projected to grow to several
thousand within the next few years (for example, the IBM Hardware Roadmap [2]).
Although the number of qubits will increase, these processors will still be NISQ
type devices. Many of the gates today built from this NISQ hardware do not operate
sufficiently below the error correction threshold. As a result, the number of levels
of code concatenation that are required for a given circuit depth will determine the
number of qubits required to construct “logical qubits" that can compensate and correct
for noise in these systems.

Nevertheless, there are error mitigation protocols that can be employed to reduce
the errors and improve the coherence times for computations implemented on these
platforms. Understanding the different types of errors, such as coherent and incoherent
errors, and developingmethods tomitigate them are a critical area of research essential
for advancing quantum information science.

Incoherent errors are due to uncontrolled interactions between qubits and the envi-
ronment that result in the decoherence of the overall quantum state. One particular
example of a technique to mitigate decoherence is to scale up the level of noise by
introducing pairs of CNOT gates, measure the output in each instance and then extrap-
olate the signal output back to a zero-noise limit. This has been extensively studied
over the past few years [3–5]. Coherent errors arise from multiple sources. These may
include cross-talk, global external fields and unwanted qubit-qubit interactions. These
errors have been quantified in several recent publications [6–8].

Developing a full characterization of these errors on quantum hardware platforms
is a challenge because doing so requires quantum process tomography [9–13] or gate
set tomography [14–16], both of which require resources that grow exponentially with
the number of qubits. Alternatives to such an exhaustive option are process fidelity
measurements that can be obtained from randomized benchmarking (RB) [17–19]
and cycle benchmarking (CB) [20]. The combination of using cycle benchmarking
with randomized compiling (RC) [6] is an especially powerful method to address the
issue of coherent errors [1, 21–32]. The randomized compiling procedure converts
coherent errors in a circuit into stochastic noise. This reduces the magnitude of the
unpredictable coherent errors and enables estimates of algorithm performance to be
measured using the cycle benchmarking protocol.
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Using the IBM quantum ibmq_boeblingen processor, we did an initial exam-
ination of the processor’s re-calibration data and backend properties for both single
and two qubits. There were many seemingly large random fluctuations occurring in
several of the single-qubit gate properties from day to day. Some of these results are
illustrated in Table 1 in Appendix C. Because it is known that, in general, two-qubit
gates contribute a substantially larger error on QC hardware platforms than do single-
qubit gates, our group conducted an in-depth stability analysis of these two-qubit gates
on ibmq_boeblingen by measuring the process infidelities using CB and compar-
ing them to the results obtained from RB measurements based on the IBM quantum
processor qubit re-calibrations. Because of its wide applicability in quantum field the-
ories andmany-body interactions, we used two-qubit gates in the transverse-field Ising
model (TFIM) for our study of the two-qubit gate error properties.

This paper is organized in several sections. In Sect. 2, we describe the transverse-
field Ising model used to study the error characterization in an IBM superconducting
transmon platform. Section 3 discusses the methodology and conditions that were
implemented using this model and the types of data that were collected. Section 4
summarizes the results of the computations using these data that illustrate inter-day
and intra-day quantum hardware processor calibration drift and other measures and
tests of stability of the TFIM circuits. Using the results from these measurements, a
discussion of some of the implications of these results is presented. Finally, Sect. 5
summarizes our observations and discusses next steps.

2 Physics model

We used the transverse-field Ising model (TFIM) with open boundary conditions that
has the system Hamiltonian

H = −J
Ns−1∑

i=1

X̂i X̂i+1 − hT

Ns∑

i=1

Ẑi . (1)

as an example application for studying qubit stability in an IBM quantum computing
hardware platform (ibmq_boeblingen). The operators X̂i and Ẑi correspond to
the Pauli matrices σ̂ x and σ̂ z , respectively. Ns corresponds to the number of sites in
the model. J is the nearest neighbor (hopping) coupling and controls the movement
of the spins and creation of spin pairs, while hT is the on-site energy. This model has
been used in a variety of contexts related to quantum computing [3, 4, 12, 32–52]

In the following, we will study the case with Ns = 4, J = 0.02 and hT = 1. This
choice of parameters provides a simple particle picture and has been used in recent
quantum computing studies [53–55].

The system can be evolved in time using the complex exponential of the Hamilto-
nian:

Û (t) = e−i t Ĥ . (2)

FollowingRefs. [54–56], the Trotter approximation is applied to the evolution operator
with the explicit form:
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Fig. 1 Left side a1, a2: Quantum circuits for one Trotter step of the time evolution with the open boundary
condition Ising model Hamiltonian. We define the quantum circuit in a1 and a2 as Circuit 1 and Circuit 2,
respectively. Right side b1, b2 CNOT hard cycles used at each Trotter step for Circuit 1 (b1) and Circuit 2
(b2). The quantum circuits were drawn using the Q-circuit package [60]

Û (t; N ) =
(
Û1(t/N ; ht )Û2(t/N ; J )

)N + O(t2/N ) (3)

where N is the number of Trotter steps to be implemented; (δt = t
N ) is the Trotter step

size. For the values of J and ht chosen here, a time of approximately t ∼ 100 (J t ∼ 2)
is needed in order to observe changes of the occupations that can be interpreted as the
motion of a particle across the size of the system.

In our experiments, we used the exponentials of the 1- and 2-body operators in the
Hamiltonian

Û1(δt; ht ) = e−ihT δt
∑4

i=1 Ẑi , (4)

and
Û2(δt; J ) = e−i Jδt

∑3
i=1 X̂i X̂i+1 . (5)

We chose a Trotter step δt = 10 which allows us to reach significant changes using
five to ten steps. Notice that δt = 10 is much larger than what would be required to
control the error of one Trotter step with an accuracy proportional δt2 or δt3 for an
improved Trotter approximation. Instead, it was noticed [54, 57] that for this nonlinear
regime, the error grows linearly with a small coefficient. Recent work has shown that
the standard error bounds are overly pessimistic [58, 59].

The operators defined in Eqs. 4 and 5 can be expressed as a combination of the two
quantum circuit elements (1-qubit and 2-qubit gates) shown in Fig. 1.

3 Methodology

The transverse-field Ising model (TFIM) Hamiltonian offered a model for studying
the error characterization properties of multiple two-qubit CNOT gates. To model
the TFIM Hamiltonian in Eq. (1), we selected two quantum circuit diagrams of the
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TFIM (Fig. 1) that represent two choices or orderings for two-qubit components of
this application (labeled as Circuit 1 and Circuit 2). These two quantum circuits are
equivalent combinations because the gates representing different terms in the TFIM
Hamiltonian commute with each other. Both result in time evolution of a state with
U = e−i Hδt using Trotterization where δt is the time interval for one Trotter step.
Each circuit has three sets of CNOT gates. We focused on measuring CNOT gate
performance because the error rates for two-qubit gates are substantially higher than
single-qubit errors.

We selected the 20-qubit ibmq_boeblingen hardware platform (Fig. 2) in order
to study the stability of this application on a superconducting transmondevice.Because
the two-qubit gates in quantum circuits are a major source of the errors generated in a
quantum computer, this project focused on studying the behavior of the combinations
of CNOT gates under various conditions. The performance characteristics of the 2-
qubit gates on the ibmq_boeblingen processor representing the CNOT gates for
the TFIM Hamiltonian were explored using Cycle Benchmarking (CB) [20] and the
Quantum Capacity (QCAP).

We chose CB because it is a fully scalable protocol that can assess the performance
of a specified combination of single-qubit, two-qubit or multi-qubit subset of gates
within an n-qubit circuit when a clock cycle of operations is applied to a specific
quantum register. By selecting a gate set of interest and combining that gate set with
random Paulis, one can construct several sequence lengths. One can then measure
the expectation values of the signal in these circuits as a function of these sequence
lengths. From this information, one can determine the process infidelities for various
Pauli decay terms and the overall process infidelity for this chosen gate set.

The QCAP measurement provides a bound on the performance of the full set of
gates in a circuit under the process of randomized compiling. The QCAP gives a
measure of the fidelity of the actual circuit in comparison with its idealized version.
This measurement differs from CB because the QCAP measures the performance of
the entire subset of gates under consideration within the overall n-qubit circuit.

To calculate the process infidelity of the cycles of interest through CB and the
QCAP bound, we utilized the True-Q software by Keysight Technologies [61]. True-
Q is a software tool that provides methods to calibrate and optimize the performance
of quantum devices. Appendix B summarizes CB protocol in general and how it is
implemented within the True-Q software in more detail.

Within the qubit layout onibmq_boeblingen, we selected three separate groups
of qubits as shown in Fig. 2 (Layouts 1, 2, and 3) to study the error characterization
due to TFIM Trotterization. Within each layout, an exhaustive combination of pairs
of adjacent qubits was identified and labeled as Cycle 1 through 4 in order to measure
the specific error characteristics of each qubit pair associated with each of the CNOT
gates in the TFIM circuit. Each row in the table in Fig. 2 corresponds to the specific
CNOT combinations for that specific layout. For example, Layout 1 measurements
included all of the combination of two-qubit cycles [(0, 1) and (2, 3), (0, 1), (1, 2) and
(2, 3)].

We ran a series of computations at three different preset time periods each day. Fig-
ure 3 shows the daily sequence of calibrations andmeasurements. These computations
and measurements were done over an 8 consecutive-day time period in January 2021
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Fig. 2 Top: Qubit layout for the ibmq_boeblingen quantum computer. Three different groups of qubits
were selected to run the set of cycle benchmarking and TFIM computations described in this paper. Layout
1 refers to qubits [0, 1, 2, 3], Layout 2 refers to qubits [6, 7, 12, 11] and Layout 3 refers to qubits [16, 17,
18, 19]. The exhaustive set of four different paired CNOTs (four different cycles) were used to calculate
the process infidelities on each layout on the ibmq_boeblingen.processor

(January 24th through January 31st) while ibmq_boeblingen was in a dedicated
reservation mode of operation. A dedicated reservation mode removes the hardware
platform from general use and guarantees a user dedicated access to the IBM hard-
ware platform. This mode of operation allowed the qubit calibrations, computations
andmeasurements to run uninterrupted and undisturbed by other users accessing these
qubits during this time. This assured that the results would represent the response and
performance of the system without external levels of interference.

Each day there was a block of dedicated reserved time on ibmq_boeblingen
from 4 am to 10 am and again from 3 pm to 11 pm. Each morning at 4 am, IBM did a
full re-calibration of all qubits and a two-qubit re-calibration at 6 pm. After the 4 am
and 6 pm IBM re-calibrations were completed, we recorded ibmq_boeblingen’s
back-end properties. Appendix A summarizes the daily IBM re-calibration schedule
and procedures.

At 4 am eachmorning,ibmq_boeblingenwas placed in a dedicated reservation
mode. Qubit re-calibrations, computations and “morning” measurements were done
from 6 am to 10 am. The machine was then opened for general use from 10 am to
3 pm. At 3 pm, the machine was closed to other users and again placed in dedicated
reservation mode. A set of “afternoon" measurements were made on the qubits from
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Fig. 3 Daily timeline for calibrations, computations and measurements. The red lines denote the dedicated
reservation time periods. The blue lines denote the time periods when IBM performed a full 1- and 2-qubit
re-calibration each morning and a two-qubit (2Q) only re-calibration each night

3 pm to 6 pm. The “afternoon" measurements were deliberately scheduled when the
machine was closed to all other users but prior to the night IBM re-calibration. At 6
pm, IBM did a two-qubit re-calibration. After the re-calibration was finished, another
set of backend properties were recorded, and then, a full set of “night" measurements
were made from 8 pm to 11 pm.

Running these experiments three different times on each day (morning, afternoon,
night) for each of the three different layouts with two different circuits over an eight
day consecutive time period gave inter-day and intra-day measurements of processor
performance for each layout plus measurements based on qubit choice and circuit
structure that could then be compared.

The measurements were done using cycle benchmarking (CB) and randomized
benchmarking (RB) to study the errors present in the circuits from Fig. 1. Cycle
benchmarking (CB) was performed on Layouts 1, 2, and 3 using Circuits 1 and 2. We
computed the process infidelity and the Quantum Capacity bound (QCAP). QCAP
measurements were done on the three layouts only with Circuit 1. After the CB com-
putations were finished, the Trotterization of the TFIM Hamiltonian was run on each
of the three different physical qubit layouts using only the Circuit 1 gate design so that
a direct comparison could be made both to the previously published results in [55] and
the CB and QCAP measurements.

4 Results

This section reports on the measurements obtained from the cycle benchmarking and
TFIM computations on the IBMibmq_boeblingen processor during the eight-day
time window in January 2021. The results reported here are unique in that the project
had access to a very generous level of reserved run-time both in terms of dedicated
access to the machine and length of contiguous dedicated time available for running
detailed benchmarking computations. Having this level of reserved time assured that
the IBM re-calibrations were always performed on a quiescent machine and that the
“morning,” “afternoon” and “night” CB, QCAP and TFIM computations fully ran
without any other user’s jobs being interleaved between the individual computations.

These types of environmental factors assured an optimal set of run-time conditions
for measuring the RB, CB and TFIM quantities. Appendix B summarizes the process
infidelity and the QCAP bound computational procedure for analyzing the data. Using
these procedures, the analysis of the data focused on four areas: inter-day and intra-day
calibration drift of the qubits (Sects. 4.1 and 4.2), dependencies on qubit layouts for
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concurrent calculations (Sect. 4.3) and impacts from different circuit structure choices
(Sect. 4.4).

4.1 Inter-day and intra-day qubit hardware performance

Inter-day qubit drift was detected from analyzing data collected during the consecutive
eight-day running period. An example illustrating this drift is seen by examining the
data collected from Circuit 1, Layout 2 on January 24th and January 29th. For both
the January 24th and January 29th data, the Pauli infidelities for each hard cycle are
calculated for each Pauli decay term from the morning run on Layout 2 (qubits [6, 7,
12,11]) and plotted in Fig. 4.

The RB two-qubit error rates (r) that were recorded in the IBM backend properties
after the completion of the IBM re-calibrations for those days were also included. The
average error rate, r , in standard RB assumes that the noise is gate independent and
r ≈ ε where ε is the average gate set infidelity. The average error rate can be expressed
in terms of RB decay rate p as

r ≡ d − 1

d
(1 − p) (6)

where d = 2n (n is the number of qubits) [62]. In this paper, we report the process
infidelity, eF , as a measure of infidelity for coherent errors. For completeness, we
convert average gate set fidelity, r , to the process infidelity, eF , using

eF = r
d + 1

d
(7)

from [63].
Theoverall process infidelity from theCBcalculations and theRBmeasuredprocess

infidelities (taken from the backend properties that IBM published each day after re-
calibration) were then plotted versus the exhaustive set of two-qubit CNOT cycles for
Layout 2 measured on both the morning of January 24th and January 29th (Fig. 5). For
Cycles 2, 3 and 4, the process infidelity computations using the CB protocol captured
additional sources of error, such as spatially correlated errors and cross-talk that the
RB procedure could not measure. As a result, the CB process infidelity measurement
was sometimes 2 to 4 times greater than the corresponding RB measurement for the
same 2 qubits (Table 2 in Appendix C). For Cycle 1, there is no analog to the CB two
2-qubit gate set measurement provided through the IBM backend properties and so
only the CB results are plotted for Cycle 1. However, an effective RB process infidelity
can be computed by just using the individual [6,7] and 12,11] two-qubit gates error
measurements, converting each to a process fidelity, multiplying them together and
then finally calculating an effective process infidelity. Upon doing so, it is found that
the Cycle 1 effective RB process infidelity on January 24th was 0.0191 and on January
29th it was 0.0438.

The QCAP bound as a function of number Trotter steps was then calculated using
CB, and both the QCAPCB and QCAPRB results are plotted in Fig. 5. All of the

123



Measuring qubit stability in a gate-based NISQ hardware... Page 9 of 27    96 

Fig. 4 Pauli infidelities for each hard cycle calculated for each Pauli decay term frommorning run on qubits
[6, 7, 12, 11] (Layout 2) on days 01/24/2021 (blue lines and data points) and 01/29/2021 (orange lines and
data points). The upper left graph is Cycle 1, the upper right is Cycle 2, lower left is Cycle 3, and the lower
right is Cycle 4. The total process infidelity for each of the 4 different cycles is graphed on each plot as a
blue and orange solid lines along with the shaded error bands for that day (24th in blue and 29th in orange).
The shaded regions show the error on the process infidelity, and the error bars on the markers show the
statistical errors on Pauli decay terms (Color figure online)

Fig. 5 Inter-day drift in error as characterized by RB and CB. Left The process infidelities calculated using
RB and CB such that the two-qubit CNOT cycles 1, 2, 3 and 4 are identified along the horizontal axis
from left to right, Center the QCAP bound as a function of evolution time calculated using RB (QCAPRB)
and CB (QCAPCB), Right the particle number in site 1 calculated as a function of evolution time from
morning run of Layout 2 (qubits [6, 7, 12, 11]) on days 01/24/2021 and 01/29/2021 compared to exact
Trotter approximation (Color figure online)

individual CNOT gates were included in the QCAP circuit. The RB computation
multiplied the RB backend 2-qubit gate value for each distinct individual CNOT gate
by the total number of CNOT gates of that type in the circuit and added the results to
obtain the total QCAPRB

After this QCAP calculation was completed, the TFIM Trotterization on Circuit 1
was run while the ibmq_boeblingen processor while the processor continued to
be in dedicated mode. Figure 5c shows the occupation numbers on the first site 〈n̂1(t)〉
as a function of Trotter step/time calculated as a function of time from the morning
runs of Layout 2 (qubits [6, 7, 12, 11]) on January 24, 2021, and January 29, 2021,
compared to exact Trotter approximation.
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Intra-day qubit drift was also detected from data collected during the consecutive
8-day running period. A similar procedure used to detect the inter-day qubit drift was
also applied when analyzing data checking for intra-day drift. Examples illustrating
this drift are seen by examining the data collected from the morning, afternoon and
night runs for both January 27th and January 30th using Layout 2.

For each of these measurement time periods, the RB average process infidelity was
recorded based on the published backend properties of the two-qubit error rate after
the IBM full processor qubit re-calibration. The RB error rate was converted to an RB
process infidelity in a similar procedure as was done for the inter-day RB data.

The CB process infidelities for those days were also computed. The individual
process infidelities for each CNOT pair and the overall process infidelity are shown in
Fig. 6. The figure shows four individual histograms, one for each of the distinct 2-qubit
CNOT cycles. Each of the Pauli decay terms is listed along the x-axis underlying the
histograms. The y-axis of each histogram displays the values of the process infidelity.
Each Pauli decay term displays 4 individual bars, each representing the magnitude of
the process infidelity for that specific Pauli decay term measured at that specific date
and time. The black line at the top of each bar represents the error bar range that was
calculated for that specific intra-day measurement. There is a color-coded legend at
the top of the figure that indicates the specific date and time of each measurement. At
the extreme right-hand side of each histogram is the average process infidelity (e f )
for each 2-qubit CNOT cycle measured at each specific date and time.

Figure 7a shows the CB versus RB process infidelity data and analysis, and Fig. 7b
shows the graph of the QCAPCB and the QCAPRB values versus evolution time for
the January 27th data. Similarly, Fig. 7c shows the CB versus RB process infidelity
results and Fig. 7d shows the graph of the QCAPCB and the QCAPRB values versus
evolution time for the January 30th data.

4.2 Analysis of inter-day and intra-day calibration drift

Weobservedboth inter-day and intra-day calibrationdrifts on theibmq_boeblingen
processor. The analysis of the inter-day data shows that both the RB and CB measure-
ments indicate that the processor is substantially drifting from day to day despite both
the daily IBM RB re-calibrations and even intra-day (morning and night) IBM re-
calibrations of the processor. This inability of the processor to accurately and faithfully
reproduce results within error bars from day-to-day measurements or even measure-
ments recorded at different times within the same day on a totally quiet machine that
is free from interference from other users has serious implications as to how users pro-
cess and interpret their results from quantum computing computations run on these
hardware platforms. Some of these implications include:

• Users cannot necessarily assume that the results from applications run on the same
qubits on the same processor at the same time each day but on different days can
simply be combined together. A similar concern is raised even when trying to
aggregate results run at different times on the same day. Data recorded when the
processor is drifting at these levels have potential statistics implications for users
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Fig. 6 Histograms of intra-day Pauli process infidelities and error bars for each Pauli decay term for the
four distinct 2-qubit cycles measured during the morning and night runs on January 27th and January 30th
2021 on Layout 2 (qubits [6, 7, 12, 11]). At the extreme right side of each histogram is the bar measurement
of the process infidelity (e f ) averaged from all the Pauli decay term contributions for that date and time
measurement. The black line at the top of each computed average process infidelity is the computed error
bar range for that day’s overall process infidelity measurement (Color figure online)

who try to simply aggregate their results from different runs and perform statistical
fits on their aggregated data.

• The daily IBM one-qubit and two-qubit published re-calibrations utilize random-
ized benchmarking. The average error rates measured by randomized benchmark-
ing and related protocols are not sensitive to the full impact of coherent errors and
therefore do not reliably predict the global performance of quantum algorithms.
In contrast, the cycle benchmarking protocol employed here can also estimate the
global and local error mechanisms when a clock cycle of operations is applied to a
quantum register. As a result, the cycle benchmarking process infidelities provide
a more inclusive estimate on the circuit coherence times and can more reliably
predict the global performance of quantum algorithms.
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Fig. 7 Error characterization via CB vs. RB. The process infidelities for cycles 1, 2, 3 and 4 calculated using
RB and cycle CB from morning, afternoon and night runs of Layout 2 [qubits 6, 7, 12, 11] on January 27,
2021 (a), and January 30, 2021 (c). (See also Table 3). The QCAP bound as a function of evolution time
calculated using RB (QCAPRB) and CB (QCAPCB) from morning, afternoon and night runs of Layout 2
[qubits 6, 7, 12, 11] on January 27, 2021 (b) and January 30, 2021 (d) (Color figure online)

• As the QCAP values increase from zero to one, it represents a deterioration in the
ability of the circuit to faithfully produce a correct set of measurements at each
Trotter stepwhen run on this specific quantumcomputing hardware platform at two
different dates and times. A QCAP value of greater than 0.5 is usually a qualitative
indicator of the deterioration of a processor to faithfully and consistently reproduce
results from a specific circuit versus circuit depth (number of Trotter steps).

(i) The two-qubit gates in a circuit are the main source of the errors in the output
data. In terms of circuit depth (number of Trotter steps), the QCAP results
using randomized benchmarking for the process infidelities show a far more
optimistic scenario as to the number of data points that can actually be justified
for inclusion in the user’s data analysis as compared to the number of data
points that can be justified based on the QCAPCB results. This has potential
implications for analysis of the user’s data and implications as to the accuracy
of the results.

(ii) QCAP graphs are a measurement of the stability of the processor over a time
interval. Comparison of QCAP bounds measured at different time intervals
from applications run on the same qubits on the same processor at the same
time each day but on different days or at different times on the same day
should have similar results that fall within each graph’s error bars. Figures 5
and 7 clearly show that this is not the case, and consequently, results from
these measurements cannot be simply combined because that processor is not
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even stable against drift in the time interval when these measurements were
recorded.

4.3 Qubit dependencies for concurrent calculations

Dependencies on qubit selection and their impact on concurrent calculations on a quan-
tum processor were also investigated. To generate the data for these measurements,
identical copies of Circuit 1 were loaded onto qubits located in different physical areas
of the hardware platform (Layout 1 and Layout 2) on a specific date and time during
the consecutive eight-day running period.

An example showing this spatial qubit dependency can be seen from an examination
of the January 27th morning run data for Circuit 1 on both Layout 1 (qubits [0, 1, 2,
3]) and Layout 2 (qubits [6, 7, 12, 11]). Figure 8 shows the QCAP bound as a function
of evolution time calculated using randomized benchmarking (QCAPRB) and cycle
benchmarking (QCAPCB) from the morning run of Circuit 1 on both Layout 1 and
Layout 2 on January 27, 2021. The computed QCAP bound uses the set of two qubits
illustrated in Fig. 1—diagram b1 for the QCAP computation. The resulting QCAP
plot illustrates the deviation of the measured circuit from what would be its ideal
equivalent. The point of Fig. 8 is as follows:

(i) Using only the direct two-qubit randomized benchmark measured error rates from
the IBM backend properties as a measure of signal quality will underreport the
total error in the computation. This gives the mistaken assurance that it is possible
to include data from a larger number Trotter steps than can actually be justified.

(ii) The practice of “replicating” a quantum computing circuit in a similar scatter-
gather procedure used in digital high-performance computing hardware platforms
to speed up / increase the statistics for the computation is suspect when applied to
algorithms run on current NISQ hardware platforms. Although the hardware on
today’s HPC platforms is sufficiently stable so that the results from a scatter-gather
operation when combined will fall within each computation’s overall error bars,
this same assumption cannot be justified on a quantum processor. Our results show
that the output from the scatter-gather operation on Layout 1 when compared to the
results from Layout 2 is not even within overlapping error bars of each individual
computation so that aggregating these results together can be problematic.

(iii) QCAP values greater than .5 indicate that the circuit results are impacted by noise
and that the results from the computations are less reliable. The QCAPRB shows a
substantial difference when compared to QCAPCB measurements. QCAPRB will
overestimate the length of the evolution time that the circuit will be able to pro-
duce useful data as compared to the length of time indicated from the QCAPCB
measurements.

(iv) The QCAPRB measurements are not sensitive to the impacts of coherent errors and
cross-talk affecting the results from Circuit 1 running on different qubit layouts.

These results indicate that simple parallel processing procedures borrowed from
digital computing methods cannot be simply translated and implemented on today
NISQ-based quantum hardware platforms. The data clearly show that the individual
circuit computations run on Layout 1 and Layout 2 cannot be directly or simply
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Fig. 8 QCAP bound as a function of evolution time calculated using randomized benchmarking (QCAPRB)
and cycle benchmarking (QCAPCB) from the morning run of Circuit 1 on both Layout 1 and Layout 2 on
January 27, 2021 (Color figure online)

aggregated together because their results cannot be duplicatedwithin theQCAP bound
error bars for the computations from each circuit.

4.4 Circuit structure dependencies

A final set of experiments was performed to test the idea that the accumulation of
coherent errors strongly depends on the details of the specific circuit layout being
implemented. To demonstrate this effect, we selected two equivalent sets of CNOT
gates as shown in Fig. 1 (Circuit 1 and Circuit 2). Although both circuits equivalently
represent the TFIM Hamiltonian, the number of steps per cycle for Circuit 2 is greater
than that for Circuit 1 due to the difference in the layout of the CNOT gates.

The purpose of using two different layouts that produce the same physics was to
investigate the quantum circuit structure dependencies. Data from the morning runs of
Layout 2 (qubits [6, 7, 12, 11]) on days 01/24/2021 and 01/29/2021 for Circuit 1 and
Circuit 2 were selected for analysis. The CBQCAPCB bound as a function of evolution
time was calculated using only the set of CNOT gates for Circuit 1 and Circuit 2. The
QCAPRB was computed based on the two-qubit backend properties published after
the completion of the IBM re-calibrations. The measured values for both the QCAPCB
and QCAPRB bounds for the CNOT hard cycles in Circuit 1 and Circuit 2 are plotted
as a function of evolution time in Fig. 9.

These results are interesting when comparing these two different types of measure-
ments. For both the January 24th and 29thmorning run for Layout 2 data, the QCAPCB
bound increases more rapidly than the QCAPRB. There are 3 observations that can be
deduced from examining Fig. 9.

(i) The QCAPRB gives a far too optimistic indication of the time evolution that can
be considered for accumulating valid circuit measurements when compared to
QCAPCB. This type of result would not be detected if only considering individual
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Fig. 9 Comparing two Trotter decomposition that gives the same physics. The QCAP bound as a function
of evolution time calculated using RB (QCAPRB) and CB (QCAPCB) frommorning run of Layout 2 (qubits
[6, 7, 12, 11]) on days 01/24/2021 and 01/29/2021 for Circuit 1 and Circuit 2 with only CNOT gates used
as hard cycles. The plotted error bars only show the statistical error (Color figure online)

CNOTgates andmeasuring their process infidelity usingRBbecause such a result
only depends on the number of CNOT gates and not on the details of the CNOT
gate layout itself. The individual CNOT gates measured through randomized
benchmarking QCAPRB calculated from Eq. (B.1) do not depend on the CNOT
layout in the circuit, i.e., they only depend on the number of CNOT gates in the
circuit. CB measurements are a better indicator to show how the ordering of the
gates in the circuit impacts the overall coherence times.

(ii) For CB results, the figure shows that the QCAP bound for Circuit 2 deterio-
rates faster than Circuit 1 because Circuit 2 has a greater number of CNOTs for
each cycle. This is a totally expected result due to the longer depth of Circuit 2
compared to Circuit 1.

(iii) When comparing theQCAPCB measurements betweenmorning runs onLayout 2
for January 24th and 29th, the error bars on these values do not overlap indicating
that there is an inter-dayCNOTqubit drift occurring and that themeasured results
from each circuit are not within statistical consistency from one day to the next.

5 Observations and next steps

The main goal of our project was quantitatively measure two-qubit process infidelities
over different time intervals. Using a TFIM quantum circuit, a series of identical
calculationswere performedon the samequantumcomputing hardware platformunder
as similar conditions as possible at multiple different time periods. The measurements
showed time dependent deterioration in the fidelity of the computations that are likely
to be attributable to multiple sources.
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Decoherent errors associated with the actual hardware environment housing the
processor candefinitely contribute to this deterioration.Theremaybe alsobe additional
error contributions attributable to environmental factors such as the room temperature
hardware and related equipment connected to the superconducting transmon quantum
computing device. Decoherent errors grow linearly as a function of system size, and
the average error rate can be measured using randomized benchmarking such as T1,
T2 and certain environmental properties for the processor.

Coherent errors also contribute to deterioration of the coherence of the qubits in
the circuit. Coherent errors are known to have quadratic error growth with gate infi-
delities that may differ up to an order of magnitude from the incoherent average error
rate. Furthermore, because the coherent errors may add and subtract unpredictably,
the global impact of these coherent errors is difficult to systematically calibrate in
structured circuits.

Because two-qubit gates are most likely to be the source of the largest error rates,
this project focused on analyzing these two-qubit gate measurements. The complexity
in characterizing these qubit errors indicates that these hardware error rates are a
complex mix of the choice of qubits, the choice of gates, the order or sequence that
the gates are applied in the circuit, the local direct gate combinations, and the impacts
of surrounding spectator qubits.

We used Cycle Benchmarking and Quantum Capacity protocols to measure the
two-qubit process infidelities, including the computation of the error bars. The project
observed that in many cases the comparison between measurements run on the same
subset of qubits at several different time periods showed strikingly different results for
both the two-qubit process infidelity measurement and the quantum capacity measure-
ments. These instabilities appear as both inter-day and intra-day qubit drift. Depending
on which subset of qubits were used for the computation, variations in the process infi-
delities among different layouts were also measured.

This implies that comparisons of the two-qubit process infidelities and associated
error bars when run at different time periods and/or on different subsets of qubits under
as identical as possible hardware conditions may not yield consistent results. What is
significant is that in many instances these measurements may not even overlap each
other within the range of their error bars.

These results raise questions as to the reproducibility of computations over time
scales of days, weeks or months and the potential instability and drift of the qubits
and/or the overall quantum computing hardware platform itself. These should be a
serious concern to the community.

At the present time, the number of qubits used for quantum computing compu-
tations is quite modest. If there are concerns about potential discrepancies between
computational resultsmeasured at two different time periods, the accuracy of the quan-
tum computing results can always be checked with digital computers. However, as the
number of qubits used in quantum computations grows over the next several years, at
some point direct verification of the quantum computer’s output will be beyond the
reach of any digital computer. In addition, the quantum computing hardware will still
not have a sufficient number of qubits to support fully fault tolerant error correction
mechanisms for these computations.
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If the user community is to have confidence in the published results from running
quantum circuits using a very large number of qubits, there must be demonstrated
mitigation strategies to control the noise and errors on these systems. These mitiga-
tion strategies must demonstrate that the measurements from identical circuits run at
different time periods of days, weeks or even longer under identical conditions on
the same processor will deliver process instability results that are within error bars
of each other. Without such supporting evidence or the ability to verify results using
digital computers, these computations will be overshadowed by the possibility that
the data may carry uncertainties that may cause users to view the results as unreliable
or lacking a sufficiently high confidence level to be trusted.

Over the past few years, great efforts have been directed toward error mitigation and
improvements in coherence time for individual computations [3, 64–69]. In addition,
a recently introduced IBM Qiskit Runtime Program [70] helps to streamline compu-
tations and minimize intra-day drift. Other groups are also investigating additional
methods for improving the reliability of quantum processing computations [71–75].
Furthermore, recent improvements extending the coherence time of a superconduct-
ing transmon qubit device to 0.5 milliseconds [76] have allowed these error mitigation
and noise reductions protocols and techniques to improve overall coherence times on
these hardware platforms.

Although these improvements do extend the stability of an individual computation,
it is not clear they also improve computations impacted by inter-day and intra-day
qubit drift and hardware instabilities. It would be useful if an equivalent level of effort
and set of in-depth studies could be directed to check the stability and reproducibility
of the results from an application’s quantum circuits implemented on a processor’s
qubits over time periods of days or weeks.

Although ibmq_boeblingen is an older generation quantum processor, the
error mitigation protocols and methodologies summarized here are still applicable for
checking the stability of the newer hardware platforms. This group has also begun
several other projects measuring qubit properties through additional robust characteri-
zation and stability analysis protocols. These new methods are now investigating how
the recent hardware and software improvements may have improved qubit stability of
the new superconducting transmon hardware platforms. The results from these new
projects will be reported in future publications.
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Appendix A: Daily ibmq_boeblingen qubit re-calibration schedule

For this specific project, IBM agreed to supply our team with approximately 140 h
of dedicated reservation time and to follow an agreed upon customized calibration
schedule. The customized schedule for dedicated time included a period in themorning
from 4 am until 10 am and again in the afternoon from 3 pm until 11 pm. The complete
ibmq_boeblingen re-calibration for both single and two-qubit gate gates was
scheduled at 4:00 am ET, the beginning of the morning dedicated reservation time. A
second re-calibration for only two-qubit gates ran at 6:00 pm ET, approximately 3 h
into the afternoon dedicated reservation time. The calibration jobs took approximately
an hour and a half to complete. Our team executed no external jobs on the device during
the calibration process, allowing the calibration jobs to run without interference.

The single-qubit calibration process consisted of Ramsey and Rabi experiments
to measure the frequency and amplitude of each qubit along with calibration of the
optimal scaling factor of theDerivativeRemoval byAdiabaticGate (DRAG)pulse used
in single-qubit gates on superconducting hardware. The T1/T2 coherence times and
measurement error rates of each qubit were also measured and recorded. Randomized
benchmarking of the single-qubit gates was then performed in batches of non-adjacent
qubits. The two-qubit calibration process was done in a similar manner. Calibration of
the amplitude and phase of each pulse was completed before performing randomized
benchmarking in batches of well-separated gates of similar length in order to measure
the average gate fidelities. Each time the ibmq_boeblingen quantum computing
hardware platform was re-calibrated and benchmarked, IBM published and made
these backend properties available through Qiskit, the open-source quantum software
development kit.

Appendix B: Cycle Benchmarking and Quantum Capacity (QCAP) pro-
tocols

This appendix summarizes both cycle benchmarking and quantum capacity proto-
cols and their True-Q software implementation and parameter settings used for the
computations reported in this paper.
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Appendix B.1: Cycle Benchmarking

Cycle benchmarking (CB) is a scalable noise characterization protocol that was
selected to identify local and global errors across multi-qubit quantum processors.
The CB protocol can measure errors such as process infidelity containing any com-
bination of single gates, two-qubit gates and idle qubits, across an entire quantum
device. CB helps keep track of each twirling gate and makes the process scalable with
the number of qubits [77].

This protocol has the feature that the number of measurements required to estimate
the process fidelity to a fixed precision is approximately independent of the number
of qubits and is also insensitive to State Preparation andMeasurement (SPAM) errors.
Robustness to SPAM is very important characteristic because these type of errors can
dominate the gate error measurement.

The CB protocol is presented in detail in reference [20] and is schematically
represented in Fig. 10. InCB, a gate cycle is an arbitrary set of native operations that act
on a quantum register within a single clock cycle of time. Furthermore, within the CB
protocol, there is a distinction between operations that can be physically implemented
with relatively small and large amounts of noise, respectively, called ‘easy’ and ‘hard’
gate cycles.

The box on the left hand side of the figure shows the CB protocol “dressing” a
primitive gate cycle of interest ( represented by G̃ ) by composing the cycle with
independent, random n-qubit Pauli operators in such a way that the effective logical
circuit remains unchanged. In the figure, the block G̃ represents the noisy implemen-
tation of the gate(s) being measured in the circuit. The blocks R̃i, j are random Paulis
represented by the j th tensor factor of the i th gate inserted into the cycle to create an
effective Pauli channel for the gate G̃ being measured. The blocks B̃ and B̃† represent
basis changing operations connected with controlling SPAM errors.

CB decouples state preparation and measurement errors from the process fidelity
estimation of a particular gate cycle by applying the noisy, dressed cycle to the system
m number of times, (called the sequence length) and extracting the process fidelity
from the average decay rate as a function of this sequence length. This Pauli twirling of
gate cycles map coherent errors into stochastic Pauli errors, which are then measured
in the prepared eigenstates of the Pauli basis set.

This is represented by the top box in the center of the figure showing all measured
Pauli decay expectation values plotted as a function of the gate sequence length. In
practice, this process is computed using at least three distinct gate sequence lengths.
Each measurement sequence produces an exponential decay of the expectation value
versus the sequence length. Taken together, the set of exponential decays of the form
Apm can be fit to the cycle of interest as a function of the circuit depth for each basis
preparation state.

Using the fitted exponential decay, the individual process infidelity for each Pauli
Decay term eF can be measured as shown in the box on the right hand side of the
figure. An average process infidelity and error for the particular cycle G̃ is calculated
and is represented by the solid line and shaded band on the graph.
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Fig. 10 Block diagram of the CB protocol implementation

For our project in order to measure the error characterization associated with the
two-qubit gates in the TFIM circuits, the cycle benchmarking (CB) protocol was
implemented using the True-Q software package. This package included a function
make_cb that can produce quantitative measurements showing the effect of global and
local error mechanisms affecting different primitive cycle operations of interest using
CB.

The make_cb in True-Q uses a set of input parameters for the calculation. The first
parameter is the cycle of interest. The second parameter sets how many times to apply
the dressed cycle to observe the decay of the expectation values. Here, dressed cycle
is the term that is used for denoting the target cycle preceded by a cycle of random
elements of the twirling group. The number of random cycles need to be chosen
carefully such that exponential decay is evident and the fidelity can be accurately
estimated.

The third parameter in the function is the number of circuits for each circuit length
determined in the second parameter, i.e., the number of random cycles. The last param-
eter in the function is the number randomly chosen Pauli decay strings. One can also
specify the twirling group to be used that will be used in the process to automatically
instantiate a twirl based on the labels in the given cycles. The supported twirling groups
in True-Q software are Pauli, Clifford, unitary and identity. The software also offers
initializing a twirl with single-qubit Cliffords. After the circuits are generated using
this function, the expectation values of the Pauli operators are calculated which then
gives the process infidelity for the cycle of interest by using an exponential fit to the
decay of the expectation values.

The Clifford (C1) gates for the hard gate twirling were selected to minimize the
computation time so that they would complete within the morning and night dedi-
cated timewindows available on ibmq_boeblingen. The C1 twirling used random
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single-qubit Cliffords which had the effect of symmeterizing the X , Y and Z noise.
This ultimately allowed for an analysis of the depolarization error, which is one of the
simplest of the systematic errors to measure and study.

To calculate the contribution of each of the Pauli decay terms to the average process
infidelity eF , C1 twirling was done using gate sequence circuit lengths of 2, 10 and
22. Random Clifford gates were applied to each of the different pair combinations of
CNOTs. Here, the sequence length refers to the number of times the cycle of interest
appears apart from state inversion.We used 48 random circuits in each sequence length
and 128 shots. The combination of the CNOT gate being measured and the sequence
of random Cliffords defines a dressed cycle of the CNOT gates being measured. For
each of the three different circuit lengths, the expectation values were calculated for
all 16 of the Pauli decay terms. From these expectation values, fits to the exponential
decay Apm (SPAM parameter A and the decay parameter p) are calculated for each
Pauli decay term.

Individual process infidelity measurements were recorded for every CNOT pair for
each of the three different qubit layouts on ibmq_boeblingen device as shown in
Fig. 2. For example, on Layout 1 measurements included all of the combination of
two-qubit cycles ([0, 1 and 2, 3], [0, 1], [1, 2] and [2, 3]). Similar measurements were
taken on the CNOT cycles for Layouts 2 and 3. Hence, there are four cycles studied
for each qubit layout

The average process infidelity of the dressed cycle for thatCNOTpairwas computed
based on the calculated values of each of the Pauli decay terms. Both the individual
process infidelity and average process infidelity measurements were computed and
used in the stability analysis of the qubits on the ibmq_boeblingen processor. The
individual process infidelities for each CNOT pair and the overall process infidelity
are shown in Fig. 4 for inter-day and Fig. 6 for intra-day computations.

Appendix B.2: Quantum Capacity

The QCAP protocol was used for comparing the measured performance of a circuit
that is loaded onto a quantum computing hardware processor to the measurement of
an equivalent idealized version of that same circuit. A value of “0” for a QCAP result
means that the circuit being tested is identical to its idealized equivalent, whereas a
QCAP value of “1” implies that the circuit being measured has no equivalent perfor-
mance characteristics to its idealized equivalent. An increase in the QCAP bound as
a function of evolution time is a measure as to how many time evolution steps can be
included in a result before the signal beingmeasured is overcomebynoise in the circuit.

For the actual QCAP measurements, the make_qcap and qcap_bound functions in
the True-Q software were used to obtain an equivalent bound on the performance of a
circuit as if it were computed using randomized compiling for calculating the process
infidelity of the entire circuit of interest. The parameters to generate the collection of
circuits for the Quantum Capacity bound make_qcap function use similar parameters
as make_cb function, i.e., the circuit of interest, a list for the number of random
cycles, number of circuits for each random cycle and total number of randomly chosen
Pauli decay strings. After generation of quantum circuits, these circuits are embedded
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into qcap_bound as well as the circuit of interest to return a bound on the circuit
performance. In this particular project, due to limited access to the dedicated mode on
ibmq_boeblingen device we used sequence lengths of 4 and 16. The number of
random circuits in this case is 30, and each of these circuits was run Nshots = 128.

We selected three separate groups of qubits on the ibmq_boeblingen hardware
platform as shown in Fig. 2 to study the error characterization of TFIM Trotterization
circuits using CB. The quantum circuit for evolution under the TFIM Hamiltonian
has three pairs of two-qubit CNOT gates (c.f. Fig. 1). For the QCAP computation, we
selected Circuit 1 shown in Fig. 1 in order to compare to previous TFIMmeasurements
[54].We computed an estimate to the QCAP bound of the circuit 1 CNOT cycles in the
TFIM Trotterization quantum circuits as a function of the number of Trotter steps. We
also calculated the QCAP bound from the CNOT error rates reported by IBM using
RB. To this end, we used the expression for the relationship between the average
process fidelity and the average gate fidelity as seen in Eq. (6). For a quantum circuit
with N CNOT gates (Eq. B.1), the QCAP bound is calculated using CNOT error rates
provided by IBM.

QCAPRB = 1 −
N∏

i=1

(
1 − d + 1

d
ri

)
. (B.1)

The QCAP bound versus step size was then plotted as the average process infidelity
(QCAP bound) as a function of number of Trotter steps (as a function of time). From
this graph, the performance of the circuit implemented on the set of specific qubits on
that specific hardware platform can be measured over time.

Appendix C: Tables

See Tables 1, 2 and 3.

Table 1 T1, T2 values, readout errors and single-qubit errors for basis gatesU2 andU3 for Layout 2 (qubits
[6,7,12,11]) extracted from the recorded IBM back-end properties immediately after IBM completed a full
re-calibration of the ibmq_boeblingen quantum chip on the morning of January 24, 2021 and January
29, 2021

Inter-day, Layout 2, IBM backend readout
single-qubit errors Qubits T1 (µs) T2(µs) error (×10−2) U2 (×10−4) U3 (×10−4)

01/24/2021 Morning run 6 67.1 99.9 2.54 2.87 5.74

7 94.8 86.8 2.30 3.05 6.71

12 97.5 88.5 3.13 2.91 5.82

11 95.1 71.6 3.55 4.44 8.88

01/29/2021 Morning run 6 24.1 4.97 9.19 25.0 50.0

7 78.8 103.4 2.84 3.97 7.94

12 80.8 114.6 3.47 3.49 6.98

11 48.4 87.8 3.22 4.64 9.29
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Table 2 Cycle 2, 3, and 4 values for both the CB process infidelity computed for the two-qubit pairs [6,
7], [7,12], [12, 11] and the RB process infidelity computed from the recorded IBM back-end property error
rates immediately after IBM completed a full re-calibration of the ibmq_boeblingen quantum chip on
the morning of January 24, 2021 and January 29, 2021

Inter-day, Layout 2,
two-qubit process
infidelities Cycle Qubits Cycle benchmark (×10−2) IBM backend (×10−2)

01/24/2021 Morning run 2 [6,7] 3.67 0.908

3 [7,12] 2.08 1.128

4 [12,11] 2.07 1.010

01/29/2021 Morning run 2 [6,7] 4.79 3.30

3 [7,12] 3.34 1.25

4 [12,11] 3.52 1.124

Table 3 Values for two-qubit process infidelities for qubit pairs [6, 7], [7,12], [12, 11] extracted from
the recorded IBM back-end properties immediately after IBM completed full re-calibrations of the
ibmq_boeblingen quantum chip on the morning of January 27th and 30th 2021 and after the two-
qubit re-calibrations at night on January 27th and 30th 2021

Layout 2 intra-day
two-qubit process
infidelities Cycle Qubits Cycle benchmark (×10−2) IBM backend (×10−2)

01/27/2021 Morning run 2 [6,7] 5.45 3.23

3 [7,12] 3.64 1.08

4 [12,11] 2.77 0.98

01/27/2021 Night run 2 [6,7] 5.78 3.38

3 [7,12] 3.38 1.11

4 [12,11] 3.59 1.12

01/30/2021 Morning run 2 [6,7] 5.59 2.85

3 [7,12] 3.47 1.08

4 [12,11] 3.52 1.06

01/30/2021 Night run 2 [6,7] 4.86 3.64

3 [7,12] 3.63 1.40

4 [12,11] 3.28 1.09

The table also lists the process infidelities for the two-qubit pairs from cycle 2, 3 and 4 obtained from the
cycle benchmarking computations for those same time periods
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